Stochastic cellular automata model and Monte Carlo simulations of CD4$^+$ T cell dynamics with a proposed alternative leukapheresis treatment for HIV/AIDS
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Abstract

Acquired Immunodeficiency Syndrome (AIDS) is responsible for millions of deaths worldwide. To date, many drug treatment regimens have been applied to AIDS patients but none has resulted in a successful cure. This is mainly due to the fact that free HIV particles are frequently in mutation, and infected CD4$^+$ T cells normally reside in the lymphoid tissue where they cannot (so far) be eradicated. We present a stochastic cellular automaton (CA) model to computationally study what could be an alternative treatment, namely Leukapheresis (LCAP), to remove HIV infected leukocytes in the lymphoid tissue. We base our investigations on Monte Carlo computer simulations. Our major objective is to investigate how the number of infected CD4$^+$ T cells changes in response to LCAP during the short-time (weeks) and long-time (years) scales of HIV/AIDS progression in an infected individual. To achieve our goal, we analyze the time evolution of the CD4$^+$ T cell population in the lymphoid tissue (i.e., the lymph node) for HIV dynamics in treatment situations with various starting times and frequencies and under a no treatment condition. Our findings suggest that the effectiveness of the treatment depends mainly on the treatment starting time and the frequency of the LCAP. Other factors (e.g., the removal proportion, the treatment duration, and the state of removed cells) that likely influence disease progression are subjects for further investigation.

1. Introduction

Human immunodeficiency virus (HIV) infection, which can cause acquired immunodeficiency syndrome (AIDS), has shown a high degree of prevalence in populations all over the world [1]. Since the exact mechanism involved in HIV dynamics and its interaction with the immune system is not well understood, HIV infection is still incurable. The only cost effective treatment is primary prevention in infected patients by administering several kinds of antiretroviral drugs under a scheme called highly active antiretroviral treatment (HAART), which works to suppress the viral life cycle and prolong the patient’s life [2,3]. Although HAART has had a meaningful impact on morbidity and mortality rates [4,5], some patients still suffer because of treatment failure and side effects that vary considerably among individuals and the particular medicines used in the therapy. Moreover, excessively complicated doses of treatment are a common reason for surrendering and discontinuing HAART [6,7]. Therefore, in order to avoid these clinical problems, an alternative physical strategy is needed.

Apheresis treatment has been studied and used in the treatment of patients with the following conditions: cancer [8–10], autoimmune responses and inflammatory diseases [9,11–15], hepatitis C infection [16,17], and HIV infection [18–21]. Granulocytes/monocytes apheresis in the treatment of HIV infected patients [18–21] suggests that the number of CD4$^+$ T cells increases and is maintained for a period of time after cessation of apheresis courses of treatment, especially in patients who respond to HAART virologically (i.e., their viral load is decreased to a very low level or an undetectable level) [20,21]. In addition, a strong reduction of TNF-α production has been shown [19–21]. However, no evidence of significant change in the viral load has been observed except in one patient reported by Beretta et al. [20] and Lazzarin et al. [18], who was a virological nonresponder who experienced a reduction of HIV plasma viremia due to monocyte/granulocyte removal during the follow-up period. We think that
this lack of change in the viral load is because HIV predominantly grows and infects CD4\(^+\) T lymphocytes (CD4\(^+\) T cells) [22,23], which generate around 98% of the new virus particles circulating in the blood [24–26]. Therefore, we propose an alternative treatment for HIV/AIDS patients, focusing on lymphocyte removal, namely leukapheresis (LCAP), which is a medical procedure that uses a leukocyte removal filter typically made with polyester fibers to remove leukocyte components via two mechanisms: diameter dependence and leukocyte adherence [27–29].

Previous clinical data of LCAP with Cellsorba FX (Asahi Medical, Tokyo, Japan) [30] suggest that the average percentage of removed cells during a single session of LCAP is nearly 100% for granulocytes and monocytes, and around 60% for lymphocytes—the number of lymphocytes being the key marker of disease progression due to HIV/AIDS. In addition, Sawada et al. [11] report that the level of leukocytes gradually decreases to about 40% of its initial value at the 30 min point of LCAP treatment; however, it gradually rebounds to around 70% at the end of LCAP session, and then further to about 170% during the hours immediately following. This high level of leukocytes then returns to the initial level the following day. This short period overshoot phenomenon was thought to be the result of homeostasis for the number of peripheral leukocytes. It has been hypothesized that since massive amounts of leukocytes are rapidly removed, the overshoot level of the maintenance of leukocytes could not come from the bone marrow but probably from the leukocytes rolling on the vessel or the local inflammatory lesions, including the lymphoid organs. This homeostasis might not only mobilize the leukocytes but also organize the inflammatory cells or the infected cells for entrance into the vessels to adjust the number of leukocytes in the peripheral blood, where these cells again can be removed by the apheresis column (filter). Based on these previous research works and our current understanding of HIV/AIDS, including the advantages of LCAP, we hypothesized that the renewal of circulating lymphocytes by LCAP with an optimal regimen could contribute to a reduction in infected CD4\(^+\) T lymphocytes in an HIV infected person.

Several methods [31–39] have been designed to explain the mechanism involved in the interactions between HIV and a patient’s immune response, but none of them has completely succeeded. One tool that has been developed to help answer related biological and medical questions is mathematical modeling. Although, the use of ordinary (or partial) differential equations (ODE or PDE) seems to be the favorite way to describe related biological and medical questions is mathematical modeling. The first CA model regarding HIV infection (see also Fig. 2). In order to investigate two different cases of HIV progression—no treatment and leukapheresis (LCAP) treatment—we describe the life cycle of CD4\(^+\) T cells via computer simulations. Our model was performed in MATLAB using the 2-dimensional cellular automata (CA) method. A square shaped lattice of size \(L \times L\) grids was used to represent configurations in order to explain the changes in all CD4\(^+\) T cell states in a lymph node. Each grid is occupied by a CD4\(^+\) T cell in a single state, or it is an unoccupied space, when LCAP is performed.

Since the lymph nodes within the human body are located in several regions and are of different size and because currently there is no estimation of how many runs, how large a lattice size, or what number of immune cells located at each lattice site could represent an entire lymph node, we represent an individual lymph node as a simulation of 100 \(\times\) 100 lattice grids and an average of 1000 runs is interpreted as the dynamics of HIV in an individual patient. The initial configuration (week 1) is depicted as a lymph node randomly occupied with an infected cell that has been already recognized by the immune cells. This type of cell can thus infect healthy cells only in cases where the concentration is above a certain threshold.

Latently infected (A0): a cell that suddenly is in a latent stage after it has been infected, yet still can be activated after a long period of dormancy to produce infectious virus particles. Cells in this state cannot transmit an infection to the healthy cells.

Dead (D): the state of an infected cell that is killed by the immune response.

Healthy (T): a cell that stays in an uninfected state and is a target of HIV.

Infected stage 1 (A1): a cell that has been recently infected. It carries new virus particles and has not been recognized by the immune cells. Hence, it can infect the healthy ones easily.

Infected stage 2 (A2): an infected cell that has been already recognized by the immune cells. This type of cell can thus infect healthy ones only in cases where the concentration is above a certain threshold.

Our model is based on Shi et al.’s [46] CA model, which describes the evolution of HIV infection under different simulation conditions, such as no treatment, mono or combination therapy, and HAART treatment. Also, some modifications from Santos et al.’s [45] model have been adopted. However, instead of the six states used by Shi et al. [46], we use the five cell states that characterize the life cycle of CD4\(^+\) T cells: healthy (T), infected stage 1 (A1), infected stage 2 (A2), latently infected (A0), and dead (D). The meaning of each of these states is defined as follows:

Healthy (T): a cell that stays in an uninfected state and is a target of HIV.

Infected stage 1 (A1): a cell that has been recently infected. It carries new virus particles and has not been recognized by the immune cells. Hence, it can infect the healthy ones easily.

Infected stage 2 (A2): an infected cell that has been already recognized by the immune cells. This type of cell can thus infect healthy ones only in cases where the concentration is above a certain threshold.

Latently infected (A0): a cell that suddenly is in a latent stage after it has been infected, yet still can be activated after a long period of dormancy to produce infectious virus particles. Cells in this state cannot transmit an infection to the healthy cells.

Dead (D): the state of an infected cell that is killed by the immune response.

In order to investigate two different cases of HIV progression—no treatment and leukapheresis (LCAP) treatment—we describe the life cycle of CD4\(^+\) T cells via computer simulations. Our model was performed in MATLAB using the 2-dimensional cellular automata (CA) method. A square shaped lattice of size \(L \times L\) grids was used to represent configurations in order to explain the changes in all CD4\(^+\) T cell states in a lymph node. Each grid is occupied by a CD4\(^+\) T cell in a single state, or it is an unoccupied space, when LCAP is performed.

Since the lymph nodes within the human body are located in several regions and are of different size and because currently there is no estimation of how many runs, how large a lattice size, or what number of immune cells located at each lattice site could represent an entire lymph node, we represent an individual lymph node as a simulation of 100 \(\times\) 100 lattice grids and an average of 1000 runs is interpreted as the dynamics of HIV in an individual patient. The initial configuration (week 1) is depicted as a lymph node randomly occupied with an infected cell that has been already recognized by the immune cells. This type of cell can thus infect healthy cells only in cases where the concentration is above a certain threshold.

Latently infected (A0): a cell that suddenly is in a latent stage after it has been infected, yet still can be activated after a long period of dormancy to produce infectious virus particles. Cells in this state cannot transmit an infection to the healthy cells.

Dead (D): the state of an infected cell that is killed by the immune response.

In order to investigate two different cases of HIV progression—no treatment and leukapheresis (LCAP) treatment—we describe the life cycle of CD4\(^+\) T cells via computer simulations. Our model was performed in MATLAB using the 2-dimensional cellular automata (CA) method. A square shaped lattice of size \(L \times L\) grids was used to represent configurations in order to explain the changes in all CD4\(^+\) T cell states in a lymph node. Each grid is occupied by a CD4\(^+\) T cell in a single state, or it is an unoccupied space, when LCAP is performed.

Since the lymph nodes within the human body are located in several regions and are of different size and because currently there is no estimation of how many runs, how large a lattice size, or what number of immune cells located at each lattice site could represent an entire lymph node, we represent an individual lymph node as a simulation of 100 \(\times\) 100 lattice grids and an average of 1000 runs is interpreted as the dynamics of HIV in an individual patient. The initial configuration (week 1) is depicted as a lymph node randomly infected with CD4\(^+\) T cells—this is referred to as an infected stage 1 (A1) cell with a small fraction of \(P_{inf} = 0.005\), based on the observation that 1 cell per 10^2–10^4 CD4\(^+\) T cells contain viral DNA during primary infection [22]. Then, the states of all cells are updated at each time step, each time step being taken in a unit of one week, corresponding to the rules listed below (see also Fig. 1). In order to maintain the simplicity of the model, we use a time step of one week to compromise between the virus’s daily attack on the immune system and the global health of the system which deteriorates in the order of years [47]. When \(P_{rem}\) is set to zero, the model simulates the no treatment condition. All parameters chosen (see in Table 1) are based on experimental data; however, some are chosen to obtain quantitative results that agree closely with the typical dynamics of HIV infection (see also Fig. 2).
To update each configuration, a cell update is dictated by the state of its neighbors, with the Moore’s neighborhood using a neighborhood of range \( r = 1 \) (the number of neighbors is \((2r+1)^2 - 1\)) and the periodic boundary condition.

**Update rule for healthy cells (T)**

**Rule 1.** If a T cell has at least one A1 cell, or at least \( R \) infected cells at stage 2 (A2), as its neighbors, the T cell becomes an A1 cell with the probability \( P_{\text{inf}} \), or it becomes an A0 cell with the probability \( 1 - P_{\text{inf}} \). An A1 cell is removed by LCAP with the probability \( P_{\text{rem}} \), or it becomes an A2 cell after \( t_1 \) time steps. Then, an A2 cell becomes a D cell in the following time step, and a D cell is replenished by a T cell with the probability \( P_{\text{repl}} \) in the next time step. Moreover, an A0 cell becomes an A1 cell after \( t_2 \) time steps with the probability \( P_{\text{act}} \).

---

**Fig. 1.** Cell state diagram. A T cell becomes an A1 cell if it comes in contact with at least one cell of A1 or at least \( R \) cells of A2 with the probability \( P_{\text{inf}} \), or it becomes an A0 cell with the probability \( 1 - P_{\text{inf}} \). An A1 cell is removed by LCAP with the probability \( P_{\text{rem}} \), or it becomes an A2 cell after \( t_1 \) time steps. Then, an A2 cell becomes a D cell in the following time step, and a D cell is replenished by a T cell with the probability \( P_{\text{repl}} \) in the next time step. Moreover, an A0 cell becomes an A1 cell after \( t_2 \) time steps with the probability \( P_{\text{act}} \).

**Fig. 2.** Typical dynamics of HIV. The typical dynamics of HIV divided into three phases and represented in two time scales (weeks and years). The two lines identify the dynamics of CD4\(^+\) T cells and the viral load, respectively.

---

**Table 1**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>Lattice size, total of cells in the lattice is ( L \times L )</td>
<td>100</td>
<td>Ad hoc</td>
</tr>
<tr>
<td>Neighbor cells</td>
<td>The spatial region among the specified cell</td>
<td>8</td>
<td>[45]</td>
</tr>
<tr>
<td>( P_{\text{inf}} )</td>
<td>Probability or percentage of initial cells contaminated by infected cells</td>
<td>0.005</td>
<td>[46]</td>
</tr>
<tr>
<td>( P_{\text{rem}} )</td>
<td>Probability that a cell becomes actively infected</td>
<td>0.999</td>
<td>[46]</td>
</tr>
<tr>
<td>( P_{\text{repl}} )</td>
<td>LCAP efficacy</td>
<td>0.9</td>
<td>Ad hoc</td>
</tr>
<tr>
<td>( P_{\text{act}} )</td>
<td>Probability that an A0 cell is activated</td>
<td>0.0025</td>
<td>Ad hoc</td>
</tr>
<tr>
<td>( P_{\text{infl}} )</td>
<td>Probability that a D cell is replenished by a T cell</td>
<td>0.99</td>
<td>[45–46]</td>
</tr>
<tr>
<td>( R )</td>
<td>Number of A2 cells in the neighborhood that can cause the center cell to become infected</td>
<td>4</td>
<td>[45–46]</td>
</tr>
<tr>
<td>( t_1 )</td>
<td>Time delay for an A1 cell to become an A2 cell</td>
<td>4</td>
<td>[45–46]</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>Time delay during which an A0 cell stays inactive</td>
<td>30</td>
<td>[46]</td>
</tr>
</tbody>
</table>
3. Results and discussion

3.1. No treatment

Here, we show our simulation results under the no treatment condition. The results were averaged over 1000 runs or configurations, depending on the accuracy of the data required in order to interpret the dynamics of HIV infection in an individual patient. Generally, the typical dynamics of CD4\(^+\) T cells during HIV infection show features as seen in Fig. 3. In addition, although disease progression is generally diagnosed via CD4\(^+\) T cell count and viral load from a patient’s blood, our model simulates the cell dynamics that occur within the lymph node, since it is widely accepted that there is a correlation between the cell population in the blood and the cell population in the lymphoid tissue [23,49].

### Fig. 3. Cell percentage in the natural course of HIV dynamics.

The results obtained from our simulations averaged over 1000 runs with \(L=100\), \(P_{\text{rem}}=0.005\), \(P_{\text{imm}}=0.999\), \(P_{\text{rem}}=0.0025\), \(P_{\text{rem}}=0.99\), \(E=4\), \(t_1=4\), and \(t_2=30\). The orange line corresponds to healthy cells (T); the light blue, infected cells (A1+A2); the red, dead cells (D); and the violet, latently infected cells (A0). The cell dynamics are presented in two time scales (weeks and years) and divided into three phases distinguished by the color shading of the area. The standard error of the mean (SEM) for each cell state is also presented. The small error bars at Phase 1 indicate that its dynamics are insensitive to the initial configuration, in contrast to what is observed in Phase 2 (latency period). The five characteristic times (\(t_{\text{min}}\), \(t_e\), \(t_{\text{min}}\), \(t_{\text{100}}\), and \(t_{\text{200}}\)) are shown. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The total reservoir is the total number of cells (healthy cells + infected cells + latently infected cells + dead cells) in any compartment that serves as a source of the replicating virus.

After a T cell makes contact with an infected cell, it becomes an infected cell in which its state could be either A1 or A0.

**Update rule for stage 1 infected cells (A1)**

Rule 2. An A1 cell becomes an A2 cell after \(t_1\) time steps, or it becomes an unoccupied space (\(\phi\)) with the probability \(P_{\text{rem}}=0.0\). When the treatment is performed, \(P_{\text{rem}}=0.9\) which is A1 cells are selectively eliminated from the system via LCAP.

**Update rule for stage 2 infected cells (A2)**

Rule 3. An A2 cell becomes a D cell in the next time step.

A depletion of infected cells occurs via the immune response.

**Update rule for dead cells (D)**

Rule 4. A D cell is replaced by a T cell with the probability \(P_{\text{repl}}\) in the next time step. Otherwise it remains unchanged with the probability 1 – \(P_{\text{repl}}\).

The replenishment of depleted cells mimics the ability of the immune system to recover from the immuno-suppression generated by infection. Although there is an age-dependent decline in the lymphocyte population and HIV infection leads to a decrease in thymic function [48], we used \(P_{\text{repl}}=0.99\) to represent the constant and the high probability of immunity replenishment.

**Update rule for latently infected cells (A0)**

Rule 5. After \(t_2\) time steps, an A0 cell becomes an A1 cell with the probability \(P_{\text{act}}\) or it stays unchanged.

There is a time delay that an A0 cell can be activated above some threshold (\(P_{\text{act}}=0.0025\)) after a long period of dormancy to produce infectious virus particles.

**Update rule for unoccupied space (\(\phi\)) after leukapheresis treatment**

Rule 6. An unoccupied space (\(\phi\)) is replaced by a T cell in the next time step.

There is a replacement of T cells to an unoccupied space (\(\phi\)) by the immune system.

Since LCAP is extracorporeal blood circulation therapy (whereas our simulations consider the CD4\(^+\) T cell dynamics as occurring in the lymph node), we perform our simulations under the assumption that the infected stage 1 (A1) cells, which are selectively removed from the lattice due to LCAP in each step, reflect the dynamics when LCAP is performed, and that all cells can probably flow out from the lymph node through the blood. However, since only A1 cells are eliminated from the blood via apheresis, other cells will return to the lymph node at the cessation of the apheresis. Therefore, it should be noted that the number of unoccupied spaces due to LCAP which are expressed in Rule 2 mimics the number of A1 cells that are removed from the lymph node, but does not mimic the coordinates of the A1 cells which are removed.
wave of infected cells propagating in all directions but which then soon clears out from the system. More precisely, such spatial development is due to the dead cells obstructing the newly healthy cells and infected cells at every time step.

Biologically, the primary phase of HIV infection varies from 2 to 6 weeks, during which a dramatic peak in the viral population is invariably associated with a transient reduction in CD4⁺ T cells [50]. This peak reflects direct infection, ongoing high levels of primary replication, and the disseminated proliferation of HIV, along with activation-induced cell death and host cytotoxic cellular response [50–52]. A decline after the initial peak in the viral population is related to the initiation of an HIV-specific immune response [53] that attempts to eradicate free virus particles and infected cells, and suppresses the viral life cycle after HIV’s primary attack.

The second phase of our simulations ranges from week \( t_e \) to the week when the number of healthy cells drops to around 20%, which corresponds to approximately week 558 (yr. 10.7). This phase starts when the healthy cell level rapidly increases after the rebound from the decline that occurs in the first phase—in contrast, the infected cells \((A1 + A2)\) rapidly decline early on until they reach the minimum (~0% of the total reservoir). The healthy cells greatly outnumber the infected cells and continue to increase until they reach their maximum, \( t^{\text{max}} \). These phenomena occur over a period of about six months before the number of infected cells increases, and it occurs in conjunction with a slow decrease in the healthy cells until the two curves intersect at the last crossing time, \( t_f \), which occurs about week 364 (yr. 7), when the percentages of healthy cells and infected cells are nearly the same (~45%). After that, the healthy cells drop to a level lower than that of the infected at the following time step.

In our spatial pattern, the slow decrease in healthy cells from \( t^{\text{max}} \) depends on when the latently infected cells \((A0)\) are activated. The latently infected cells act like a new source of infection from this time onward, which results in a gradual reduction of healthy cells. The slow dynamics and large deviation

---

**Fig. 4.** Graph of the percentage of CD4⁺ T cells with LCAP started at \( t_{\text{LCAP}} \) and varying in treatment frequencies. The pictures show the average data of cell dynamics for HIV infection from week \( t_{\text{min}} \) to about year 12. These are the cases where LCAP is started at the second week after the deepest valley of the healthy cells during the first phase of HIV infection \((t_{\text{LCAP}} - t_{\text{min}} = 2\) weeks). The orange line represents the healthy cells \((T)\) and the light blue represents the infected cells \((A1 + A2)\). The results are obtained from 1000 runs; however the standard error of the mean (SEM) is deserted to avoid crowding. The treatments are performed 13 times with the removal probability \( P_{\text{rem}} = 0.9 \). The removal frequencies are varied in 4 cases: (a) Case 1: LCAP is performed every 4 weeks; (b) Case 2: LCAP is performed every 3 weeks; (c) Case 3: LCAP is performed every 2 weeks; and (d) Case 4: LCAP \( t_{\text{LCAP}} \) is performed every week. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Table 2
Data of healthy cell (T) and infected cell (A1 + A2) dynamics simulated in the no treatment condition and added with the LCAP condition with different frequencies.

<table>
<thead>
<tr>
<th>Case</th>
<th>Frequency (every x week(s))</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>t&lt;sub&gt;H&lt;/sub&gt;&lt;sup&gt;min&lt;/sup&gt; week</td>
<td>t&lt;sub&gt;E&lt;/sub&gt; max week</td>
<td>t&lt;sub&gt;P&lt;/sub&gt; + T&lt;sub&gt;A&lt;/sub&gt; max week</td>
<td>P&lt;sub&gt;i&lt;/sub&gt;&lt;sup&gt;min&lt;/sup&gt; ± SEM (σ²)</td>
<td>t&lt;sub&gt;T&lt;/sub&gt;&lt;sup&gt;min&lt;/sup&gt; week</td>
<td>t&lt;sub&gt;P&lt;/sub&gt; + T&lt;sub&gt;A&lt;/sub&gt; max week</td>
<td>P&lt;sub&gt;i&lt;/sub&gt;&lt;sup&gt;max&lt;/sup&gt; ± SEM (σ²)</td>
<td>t&lt;sub&gt;00s&lt;/sub&gt; week (year)</td>
</tr>
<tr>
<td>No treatment</td>
<td>9</td>
<td>35.23 ± 0.14 (19.81)</td>
<td>11</td>
<td>43.63 ± 0.08 (6.94)</td>
<td>32</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>32</td>
<td>99.90 ± 0.00 (0.00)</td>
<td>364 (7)</td>
</tr>
<tr>
<td>1 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>4</td>
<td>10.30</td>
<td>39.84 ± 0.09 (8.95)</td>
<td>12</td>
<td>4.31 ± 0.02 (0.28)</td>
<td>16</td>
<td>91.14 ± 0.03 (0.74)</td>
<td>61 (1.2)</td>
<td>49.07 ± 0.04 (1.22)</td>
</tr>
<tr>
<td>2 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>3</td>
<td>10.30</td>
<td>39.73 ± 0.08 (7.76)</td>
<td>14</td>
<td>3.66 ± 0.02 (0.23)</td>
<td>15</td>
<td>92.52 ± 0.03 (0.80)</td>
<td>49 (0.9)</td>
<td>49.14 ± 0.04 (1.46)</td>
</tr>
<tr>
<td>3 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>2</td>
<td>10.30</td>
<td>39.72 ± 0.08 (7.84)</td>
<td>15</td>
<td>1.83 ± 0.00 (0.08)</td>
<td>16</td>
<td>94.61 ± 0.02 (0.58)</td>
<td>39 (0.8)</td>
<td>49.73 ± 0.19 (34.49)</td>
</tr>
<tr>
<td>4 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>1</td>
<td>10.30</td>
<td>39.72 ± 0.09 (8.94)</td>
<td>23</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>24</td>
<td>99.91 ± 0.00 (0.00)</td>
<td>368 (7.1)</td>
<td>44.94 ± 1.09 (1188.19)</td>
</tr>
<tr>
<td>5 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>4</td>
<td>10.30</td>
<td>39.72 ± 0.09 (8.94)</td>
<td>130 (2.5)</td>
<td>46.34 ± 1.25 (1559.45)</td>
<td>32</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>368 (7.1)</td>
<td>44.94 ± 1.09 (1188.19)</td>
</tr>
<tr>
<td>6 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>3</td>
<td>10.30</td>
<td>39.72 ± 0.09 (8.94)</td>
<td>278 (5.3)</td>
<td>44.87 ± 1.15 (1314.97)</td>
<td>32</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>368 (7.1)</td>
<td>44.94 ± 1.09 (1188.19)</td>
</tr>
<tr>
<td>7 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>2</td>
<td>10.30</td>
<td>39.72 ± 0.09 (8.94)</td>
<td>353 (6.8)</td>
<td>44.86 ± 1.11 (1235.07)</td>
<td>32</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>368 (7.1)</td>
<td>44.94 ± 1.09 (1188.19)</td>
</tr>
<tr>
<td>8 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>1</td>
<td>10.30</td>
<td>39.72 ± 0.09 (8.94)</td>
<td>378 (7.3)</td>
<td>44.89 ± 1.09 (1195.27)</td>
<td>32</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>368 (7.1)</td>
<td>44.94 ± 1.09 (1188.19)</td>
</tr>
<tr>
<td>9 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>4</td>
<td>10.30</td>
<td>39.72 ± 0.09 (8.94)</td>
<td>417 (8)</td>
<td>68.90 ± 0.11 (110.06)</td>
<td>32</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>368 (7.1)</td>
<td>44.94 ± 1.09 (1188.19)</td>
</tr>
<tr>
<td>10 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>3</td>
<td>10.30</td>
<td>39.72 ± 0.09 (8.94)</td>
<td>405 (7.8)</td>
<td>68.94 ± 0.12 (142.69)</td>
<td>32</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>368 (7.1)</td>
<td>44.94 ± 1.09 (1188.19)</td>
</tr>
<tr>
<td>11 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>2</td>
<td>10.30</td>
<td>39.72 ± 0.09 (8.94)</td>
<td>411 (7.9)</td>
<td>68.30 ± 0.19 (37.18)</td>
<td>32</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>368 (7.1)</td>
<td>44.94 ± 1.09 (1188.19)</td>
</tr>
<tr>
<td>12 t&lt;sub&gt;LCAP&lt;/sub&gt;</td>
<td>1</td>
<td>10.30</td>
<td>39.72 ± 0.09 (8.94)</td>
<td>580 (11.2)</td>
<td>63.66 ± 0.46 (212.08)</td>
<td>32</td>
<td>0.00 ± 0.00 (0.00)</td>
<td>368 (7.1)</td>
<td>44.94 ± 1.09 (1188.19)</td>
</tr>
</tbody>
</table>

The meaning of the symbols: t<sub>H</sub><sup>min</sup>—time when the percentage of healthy cells drops to the minimum point during Phase 1. P<sub>H</sub><sup>min</sup>—the percentage of healthy cells at the minimum point during Phase 1. t<sub>E</sub>—the early crossing time (time when the percentage of healthy cells and infected cells intersect at the end point of Phase 1). P<sub>1</sub>—the percentage of cells at the early crossing time. t<sub>P</sub><sup>A</sup><sub>1</sub>—time when the percentage of infected cells drops to the minimum point during Phase 2. t<sub>P</sub><sup>A</sup><sub>2</sub>—time when the percentage of infected cells reach the maximum point during Phase 2. P<sub>P</sub><sup>A</sup><sub>max</sub>—the percentage of healthy cells at the maximum point during Phase 2. t<sub>L</sub>—the last crossing time (time when the percentage of healthy cells and infected cells intersect, which occurs during Phase 2). P<sub>L</sub>—the percentage of cells at the last crossing time. t<sub>00s</sub>—time when the percentage of healthy cells is around 20% of the total cell count. A1 + A2— the percentage of infected CD4<sup>+</sup> T cells. T— the percentage of healthy CD4<sup>+</sup> T cells.
observed in the second phase are related to the emergence of some spatial structures of the infected cells. These growing special structures spread the infection in such a way that they slowly trespass on more and more healthy cells, reducing their number while increasing the number of infected cells.

Clinically, this period lasts approximately one to ten years (or even longer) after the initial infection and is based on the transmission route that determines the initial immune response and viral variability [54]. Although the initiation of the HIV-specific immune response results in a dominating amount of healthy cells during this time, these cells seem incapable of suppressing viral replication completely, since HIV expression persists in the lymph nodes even when viral load is virtually undetectable in the patient’s blood. This outcome might well be related to viruses which evolve multiple strategies to evade the immune response [55–57] and establish a state of latency [58]—both of which are known to be the likely causes of the failure to eradicate HIV. The worsening of the immune system is manifested by the reduction of CD4\(^+\) T cells.

On comparing our results to the clinical experiment, our quantitative results show the healthy cells (\(T\)) rebounding to the highest level \((t_{\max}^T)\) and the infected cells (\(A_1 + A_2\)) transiently increasing, while the results obtained from the clinical experiment show CD4\(^+\) T cells rebounding toward baseline levels; however, they still remain lower than those seen prior to infection, and the viral load completely goes down to an undetectable level that generally corresponds to a steady state.

The third phase of HIV infection begins at \(t_{\text{min}}\) (i.e., about week 558 or year 10.7). The healthy cells continually drop to a level lower than 20% until year 12, as is typical in the normal course of HIV infection. We mark the last 100 weeks, week 525 to week 624, as the period to distinguish the reduction of infected CD4\(^+\) T cells. This period of the last 100 weeks is known as the period to determine the reduction of infected CD4\(^+\) T cells. We turn next to CD4\(^+\) T cell dynamics under various LCAP treatment schemes.

### 3.2. With LCAP treatment

We wish to explore whether or not LCAP helps patients and, if so, under what treatment schemes and to what extent, since changes in cell population depend on several parameters, including LCAP starting time, LCAP frequency, cell removal proportion size, and treatment duration.

In this section, we present simulation results on CD4\(^+\) T cells with LCAP treatment under various frequency schemes for each LCAP starting time. Each starting time corresponds to a time that is about a few weeks after the characteristic time \(t_{\text{min}}^T, t_{\max}^T,\) or \(t_t\). The characteristic times are taken from an average of 1000 runs, which represents an individual patient. The algorithms are as follows.

- Starting LCAP at \(t_{\text{LCAP}1}\). For each individual run, the first LCAP session is started at the second week after the deepest valley of healthy cells is observed, \(t_{\text{LCAP}1}\), during the first phase of HIV infection (\(t_{\text{LCAP}1} = t_{\text{min}}^T + 2\) weeks). We apply LCAP at the second week after the characteristic time in which the trend of healthy cell dynamics has certainly changed, in order to see what is going to happen if the \(A_1\) cells are removed while the number of healthy cells is rising.

- Starting LCAP at \(t_{\text{LCAP}2}\). For each individual run, the first LCAP session is started at the second week after the healthy cells reach their maximum level, \(t_{\text{max}}^T\), during the second phase of HIV infection (\(t_{\text{LCAP}2} = t_{\max}^T + 2\) weeks) to investigate the effect of apheresis when the \(A_1\) cells are removed while the number of healthy cells is gradually dropping but still is larger than that of the infected.

- Starting LCAP at \(t_{\text{LCAP}3}\). For each individual run, the first LCAP session is started at the second week after the last crossing time point, \(t_t\), between the healthy cell and infected cell curves (\(t_{\text{LCAP}3} = t_t + 2\) weeks) to investigate the effect of apheresis when the \(A_1\) cells are removed while the number of healthy...
cells is gradually dropping and when their number is less than that of the infected.

We assume that the LCAP filter is developed to the proficiency where the state of the cell is distinguishable, and we investigate the frequencies of treatment by removing the infected cells at stage 1 ($A_1$), since the $A_1$ cells are most efficient at infecting healthy cells. The apheresis is done every 4 weeks, every 3 weeks, every 2 weeks, and every week. Under the assumption that LCAP is highly efficient, we use the removal proportion, $P_{rem}$ of 0.9, and the total number of treatments is chosen to be 13 in order to limit the treatment duration to approximately 3 months for every one week LCAP condition and to approximately 1 year for every 4 weeks LCAP condition.

Since the dynamics of the latently infected state and the dead state in our simulations are found not to change significantly when LCAP is performed, we thus deliver and describe our results only in relation to healthy cell dynamics ($T$) and infected cell dynamics ($A_1 + A_2$).

3.2.1. Cases where cell removal is started at $t_{LCAP1}$

$A_1$ cell removal is performed at a frequency of every 4, 3, 2, and 1 week(s), corresponding to cases 1, 2, 3, and 4, respectively (see Fig. 4a–d). We find that the early crossing time $t_e$ occurs around day 72 (week 10.3), when both the healthy cells and the infected cells ($A_1 + A_2$) are around 39.75% (in the range 39.72–39.84%. See also Fig. 4 and Table 2), and before the healthy cells reach their maximum: $T_{max}/C_{24}$: 91.14%, 92.52%, 94.61%, and 99.91% around weeks 16, 15, 16, and 24 for cases 1, 2, 3, and 4, respectively. At the last crossing time, $t_l$ both the healthy cells and the infected cells are in the 44.94–49.73% range, with an average of about 48.22%. This $t_l$ corresponds approximately to weeks 61, 49, 39, and 368 (yr. 7) for cases 1, 2, 3, and 4, respectively. The third phase of HIV infection (when the level of healthy cells is just below 20% at $t_{300}$) occurs

![Graph of the percentage of CD4+ T cells with LCAP started at $t_{LCAP2}$ and varying in treatment frequencies. The pictures show the average data of cell dynamics for HIV infection from week $t_{max}$ to about year 12. These are the cases where LCAP is started at the second week after the maximum point of healthy cells during the second phase of HIV infection ($t_{LCAP2} = t_{max} + 2$ weeks). The orange line represents the healthy cells ($T$) and the light blue represents the infected cells ($A_1 + A_2$). The results are obtained from 1000 runs; however the standard error of the mean (SEM) is deserted to avoid crowding. The treatments are performed for 13 times with the removal probability $P_{rem} = 0.9$. The removal frequencies are varied in 4 cases: (a) Case 5: LCAP is performed every 4 weeks; (b) Case 6: LCAP is performed every 3 weeks; (c) Case 7: LCAP is performed every 2 weeks; and (d) Case 8: LCAP is performed every week. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
around weeks 62, 50, 42, and 558 (yr. 10.7) for cases 1, 2, 3, and 4, respectively—when the level of healthy cells is approximately 15% of the total reservoir (in the range 13.57–18.99%). In contrast, the corresponding level of infected cells rises rapidly to approximately 67.33% (in the range 65.18–68.26%). The healthy and infected cells both vary in a cyclic fashion.

These results suggest that the course of HIV infection combined with LCAP started at $t_{LCAP}$ under relatively low frequency conditions (case 1, case 2, and case 3) exhibits more rapid dynamics (for changes in cell population, see Fig. 5a and b) than that which is observed during the natural course of HIV infection without LCAP. In addition, it is clearly seen that the level of healthy cells reaches its maximum sooner and its peaks are lower. Moreover, the third phase of infection is reached suddenly (about 1 year) after the treatment has ceased. When we look closely at the cyclic behavior of cell dynamics during the treatment, it varies greatly from case to case. The period and the amplitude of these cycles depend on the removal frequency. A lower frequency—for instance, apheresis treatment every 4 weeks corresponds to higher amplitude (see e.g., Fig. 5a and b). These amplitudes are related to the losses and gains of the A1 cells after each LCAP session. This cyclic behavior is comparable to that of the waste product levels found in each cessation of hemodialysis treatment [59]. However, the cyclic pattern turns into a vibration with a period of 7 time steps after the treatment ceases, decaying over time. This period relates to the number of time steps in one life cycle simulation of the CD4+ T cells after infection, as shown in Fig. 1.

In contrast, the dynamics under a high removal frequency, case 4 (see Fig. 4d), are more similar to that of the natural course of HIV infection. Their mark points are not changed significantly and differ only in that the healthy cells’ maximum point, $t_{max}$, is reached earlier—as is seen in Fig. 5a (violet line). These differences in $t_{max}$ might result from the early continuous reduction of the A1 cells, which are replenished by healthy cells every week during the LCAP. The LCAP, which is performed from around week 11 to week 23 (~3 months), lasts over a very short period compared to the course of infection; consequently, the treatment regime ceases before the activation of the latently infected cells ($t_{max} = 30$). Thus, it seems that the short perturbation period in the early phase of the dynamics will not produce a significant change in the whole scheme of the system. However, it is noted that stochastic variations could cause a change in the infected cells between week 10 and week 11, which would result in an incident of $t_0$ about week 10.3, instead of week 11.

In summary, the course of HIV infection with LCAP under the high removal regime where A1 cells are removed every week might translate to a prolonged quality of life for patients if they receive treatment for a suitable duration.

### 3.2.2. Cases where cell removal is started at $t_{LCAP}$

For the cases (case 5–case 8) where cell removal is started at $t_{LCAP}$ (see Fig. 6a–d), since the procedure is performed around the second week after the progression reaches the healthy cells’ maximum point, $t_{max}$ (around week 32), the removal frequency does not affect the early crossing time $t_0$. We thus investigated the cell dynamics at $t_{LCAP}$ and found that LCAP effects the last crossing time $t_0$, which appears when the levels of healthy cells and infected cells (A1 + A2) are equal—at around 45.24% of the total reservoir (in the range 44.86%–46.34%). See also Table 2. This occurs at about weeks 130 (yr. 2.5), 278 (yr. 5.3), 353 (yr. 6.8), and 378 (yr. 7.3) for cases 5, 6, 7, and 8, respectively—which is before the third phase of HIV infection is reached around weeks 495 (yr. 9.5), 537 (yr. 10.3), 549 (yr. 10.6), and 551 (yr. 10.6) for cases 5, 6, 7, and 8, respectively. At the third phase, the number of healthy cells is nearly 18.41% of the total reservoir (in the range 17.61–18.89%), while that of the infected cells is around 65.35% of the total reservoir (in the range 65.08–65.72%).

These findings suggest that the initial cell removal at $t_{LCAP}$ at low frequencies (as in cases 5–7) might affect the time consumption in each phase of the cell dynamics, as is previously seen under the low frequency conditions for $t_{LCAP}$. Cyclic patterns of cell dynamics are also seen in Fig. 6a and b, where the rush of dynamics to the last crossing over time is observed; however the third phase of infection for every case at the low frequency condition occurs at nearly the base line (no treatment case) (see also Fig. 7a and b). In contrast with the high frequency case (case 8), the dynamics are rather the same as the base line but slower in cell dynamics (see Fig. 7a and b: violent line). This is because we use a high frequency treatment at $t_{LCAP}$. Hence, the healthy cells remain at the maximum level during the treatment. And when the treatment ceases, after the time when the first latently infected cells (A0) are activated, the number of healthy cells continuously drops to the third phase with the same pattern as that observed in the no treatment case.

In summary, the scenario of removing cells every week at the $t_{LCAP}$ condition might benefit patients by prolonging their lives if we extend the treatment duration.

---

**Fig. 7.** Comparison of cell dynamics at different frequencies with LCAP started at $t_{LCAP}$. The pictures show the cell dynamics from week $t_{max}$ to about year 12, where picture (a) shows the percentage of healthy cell dynamics ($T$) and picture (b) shows the percentage of infected cell dynamics ($A1 + A2$). The blue dashed line corresponds to the cell dynamics with no treatment. The green line, the red line, the light blue line, and the violet line correspond to the cell dynamics for LCAP performed once every 4, 3, 2, and 1 week(s), respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
2.2.3. Cases where cell removal is started at $t_{\text{LCAP}}$

We now consider cases 9, 10, 11, and 12 for cell removal every 4, 3, 2, and 1 week(s), respectively (see Fig. 8a–d). For the LCAP starting at $t_{\text{LCAP}}$, which is after the last crossing time $t_l$ (around week 2), the four characteristic times $t_{\text{min}}, t_{\text{e}}, t_{\text{max}},$ and $t_l$ regularly occur around the week that is very close to the baseline data of the cell dynamics in the no treatment case. $t_{\text{LCAP}}$ marks the occurrence of the third phase of infection, $t_{\text{20\%}}$, which is around weeks 417 (yr. 8), 405 (yr. 7.8), 411 (yr. 7.9), and 580 (yr. 11.2) for cases 9, 10, 11, and 12, respectively (see also Table 2). The corresponding number of healthy cells is, on average, 16.02% of the total reservoir (in the range 13.84–21.33%). The number of infected cells ($A_1 + A_2$) in these cases is, on average, 67.45% of the total reservoir (in the range 63.66–68.94%). Comparisons among the results of the low frequency cases demonstrate that only case 11 (cell removal every 2 weeks) affects the cyclic pattern of the healthy cells’ increment above the baseline and the infected cells’ degradation under the baseline during the course of treatment (see Fig. 9a and b). This suggests that removing every 2 weeks (case 11) might benefit a patient by prolonging the patient’s life during continuation of LCAP. In addition, we find that removing at high frequency (case 12) produces an increase in the number of healthy cells during the treatment until the population nearly peaks (~99% of the total reservoir), which occurs at the same time that the number of infected cells almost reaches the bottom level (~0% of the total reservoir) (see Fig. 8d).

After the treatment ceases, there is a lengthy decrease in the healthy cells associated with a slow increase in the infected cells until the boundary time is crossed again. This time point is at approximately week 463 (yr. 8.9) and represents the last crossing time of the infection after treatment. In our opinion, the cell dynamics pattern of case 12 seems to repeat the normal pattern of HIV infection after treatment. However, we would like to note that although in our model the apheresis for case 12 helps the healthy cells to recover and return to the point of the previous maximum, the apheresis under this condition only helps in reducing the number of actively infected cells; it does not remove the latently infected cells ($A_0$). Hence, after we cease the treatment, both the healthy cell and infected cell

![Fig. 8. Graph of the percentage of CD4$^+$ T cells with LCAP started at $t_{\text{LCAP}}$ and varying in treatment frequencies. The pictures show the average data of cell dynamics for HIV infection from year $t_l$ to about year 12. These are the cases where LCAP is started at the second week after the last cross over time between the healthy cells and the infected cell curves during the second phase of HIV infection ($t_{\text{LCAP}} = t_l + 2$ weeks). The orange line represents the healthy cells ($T$) and the light blue represents the infected cells ($A_1 + A_2$). The results are obtained from 1000 runs; however the standard error of the mean (SEM) is deserted to avoid crowding. The treatments are performed 13 times with the removal probability $P_{\text{rem}} = 0.9$. The removal frequency is varied in 4 cases: (a) Case 9: LCAP is performed every 4 weeks; (b) Case 10: LCAP is performed every 3 weeks; (c) Case 11: LCAP is performed every 2 weeks; and (d) Case 12: LCAP is performed every week. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
findings indicate that the course where LCAP is started at $t_{LCAPS}$ and cells are removed once every week (case 12) might be the most effective scheme toward prolonging a patient's life. When LCAP is started at $t_{LCAPS}$ (while the level of infected CD4$^+$ T cells continually increases), the A1 cell removal per LCAP session is relatively high compared to starting the treatment at either $t_{LCAPT}$ or $t_{LCAPC}$. These results are supported by recent research works [60–65], which describe the benefits of greater frequency in hemodialysis treatments. Hence, we suggest that it might be suitable to increase LCAP frequency to more than once a week. This adjustment would provide the immune system with a better chance to fight the existing virus during the critical third phase of HIV/AIDS. Therefore, it might be reasonable to adopt this LCAP protocol as an additional treatment, with fewer side effects, for HIV/AIDS when there is resistance to current drug therapies. Still, this is an arguable proposition that needs to be experimentally explored in further research. Our investigation still leaves many questions in need of answers. For example, what would happen if we change the removal proportion? Can the long treatment duration break the infected cells' set point or just prolong the patient’s life? We hope that our results will inspire others in the field to investigate such questions.
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